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The classical case:

Discrete-time, time-invariant linear system

yn = (h ∗ u)n =
n∑

m=0

hn−mum, n = 0,1, . . .

hn are pre-assigned complex numbers (im-

pulse response)

un input sequence

yn output sequence

want to relate properties of (hn) or of the

transfer function

ĥ(ζ) =
∑∞

n=0 ζnhn

to the input-output behavior
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BIBO stability:

Theorem: There is a M > 0 such that for all

(um) ∈ `∞(Z)

sup
n∈Z

|yn| ≤ M sup
n∈Z

|un|

if and only if

∞∑
n=0

|hn| ≤ M.
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The system is called dissipative if the `2
norm of the output is always less or equal

to the `2 norm of the input.

Theorem: A linear system is time-invariant,

causal and dissipative if and only if its transfer

function is analytic and contractive in the open

unit disk.

In other words, the system has a trans-

fer function which is a Schur function, or,

equivalently, if the kernel

1−ĥ(ζ)ĥ(ν)∗
1−ζν∗

is positive in the open unit disk.
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Aim of the work: to allow randomness

both in the impulse response and in the

input, and obtain similar results (also for

the continuous case)

Problem: A Gaussian input into a linear

system with random coefficients cannot be

expected to result in a Gaussian output

We use the white noise space setting and

replace the pointwise product by the Wick

product, enabling Gaussian input-output re-

lations when the underlying system has ran-

dom coefficients.

This has the advantage of preserving the

Gaussian input-output relation, while al-

lowing uncertainty in the form of random-

ness in the linear system under study.
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Strategy: We now consider

yn =
∑

m∈Z
hn−m♦um, n ∈ Z,

where the yn, un and hn are now random

variables in the white noise space, or more

generally, in the Kondratiev space (or more

precisely, in some Hilbert subspace of it),

and where ♦ denote the Wick product.

When one of the factors is not random,

the Wick product reduces to the pointwise

product.

The Hermite transform allows to translate

these problems into problems for analytic

functions (analytic in a countable number

of variables).
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The white noise space and the Kondratiev

space

The function

K(s1 − s2) = exp(−‖s1 − s2‖2L2(R)/2)

is positive on the Schwartz space S of rapidly

decreasing, infinitely differentiable functions.

S is a nuclear space, and the Bochner-

Minlos theorem ensures the existence of

a probability measure P on the Borel sets

F of Ω = S ′ such that∫
Ω

e
i〈s,ω〉S,S′dP (ω) = exp(−‖s‖2L2(R)/2).

The white noise space is W = L2(Ω,F , P ).
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The white noise space is a convenient set-

ting to define Brownian motion. An im-

portant feature here is the Wick product.

`: denotes the set of sequences of integers

(n0, n1, . . .) which are zero after a certain

stage.

An orthogonal basis of the white noise space

is given by the Hermite functions (Hα)α∈`.

These functions are computed in terms of

the Hermite polynomials,
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Every element in W can be written as

F (ω) =
∑
α∈`

cαHα(ω), cα ∈ C,

with

‖F‖2W =
∑
α∈`

|cα|2α! < ∞

The Wick product is defined through the

Hermite functions by

Hα♦Hβ = Hα+β, α, β ∈ `.

It is independent of the chosen basis in the

white noise space

In general, the Wick product of two ele-

ments in the white noise space need not be

in the white noise space. The most conve-

nient space which is stable with respect to

the Wick product is the Kondratiev space

S−1.
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To define S−1 we first introduce for k ∈
N = {1,2, . . .} the Hilbert space Hk which

consist of series in the Hα such that

‖f‖k
def.
=

∑
α∈`

|cα|2(2N)−kα

1/2

< ∞.

The Kondratiev space S−1 is the inductive

limit of the spaces Hk.

When either one of the factors f or g in

S−1 is nonrandom, the Wick product f♦g

reduces to the pointwise product fg.
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Important point: There is an isomorphism

between the white noise space and the re-

producing kernel Hilbert space with repro-

ducing kernel

exp 〈z, w〉`2

Let z = (z1, z2, . . .) ∈ CN. The linear map

I(Hα) = zα

extends to a unitary map between the white

noise space and the Fock space. The map

I is called the Hermite transform.

Note that the the Hermite transform is a

unitary mapping from Hk onto the repro-

ducing kernel Hilbert space with reproduc-

ing kernel

Kk(z, w) =
∑
α∈`

zα(w∗)α(2N)kα,
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Applying the Hermite transform to

yn =
n∑

m=0

hn−m♦um, n ∈ N,

leads to the following: let

yn(ω) =
∑
α∈`

yα(n)Hα(ω)

and

hn(ω) =
∑
α∈`

hα(n)Hα(ω),

where the coefficients yα(n) and hα(n) are

nonrandom complex numbers. Then,

yn =
∑
α∈`

Hα(ω)

 ∑
m∈Z

∑
β≤α

hα−β(n−m)uβ(m)

 ,
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After taking the Hermite transform

I(yn) =
∑
α∈`

zα

 n∑
m=0

∑
β≤α

hα−β(n−m)uβ(m)

 ,

yα(n) =
∑n

m=0
∑

β≤α hα−β(n−m)uβ(m)

We have two convolutions: the first is with

respect to the index in `, which is related

to the stochastic aspect of the system; the

second is with respect to the time variable.
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The Z transform (denoted by ŷ, with vari-

able ζ) then leads to

ŷ(ζ, z)
def.
=

∑
n∈Z

I(yn)ζ
n

=
∑
α∈`

zα
∑
β≤α

ĥα−β(ζ)ûβ(ζ)

=

∑
α∈`

zαĥα(ζ)

 ∑
α∈`

zαûα(ζ)

 .

Definition: The function

H (ζ, z) =
∑

α∈` zαĥα(ζ) =
∑

n∈Z ζn(I(hn))(z)

is the called the generalized transfer function

of the system.

When all ĥα(ζ) = 0 for α 6= 0, we retrieve

the classical notion of the transfer func-

tion. We can thus define a hierarchy of

systems, depending on the properties of

the function H (ζ, z).
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BIBO stable linear discrete time stochastic
systems.

Fix some integer l > 0, and let k > l + 1.
Consider h ∈ Hl and u ∈ Hk.

Våge’s inequality

‖h♦u‖k ≤ A(k − l)‖h‖l‖u‖k,

where

A(k − l) =
∑
α∈`

(2N)(l−k)α.

The above inequality expresses the fact
that the multiplication operator

Th : u 7→ h♦u

is a bounded map from the Hilbert space
Hk into itself, and that its operator norm
‖Th‖op,l,k satisfies the inequality

‖Th‖op,l,k ≤ A(k − l)‖h‖l.

We set

‖Th‖op,l,k = ‖Th‖.
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Definition: A random discrete time signal will

be a sequence (un) of elements in the Kon-

dratiev space, such that there exists a k ∈ N
(depending on the signal) such that

un ∈ Hk, ∀n ∈ N.

Note that k is imposed to be independent

of n.
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Theorem: Let k > l + 1 and let (hn) be a

sequence of elements in Hl indexed by N.

Then

(a) The sums

yn =
n∑

m=0

hn−m♦um, n ∈ N,

converge absolutely in Hk for all inputs (um)m∈N
such that supm∈N ‖um‖k < ∞, and

(b) There exists an M > 0 such that, for all

such inputs (un)n∈N, it holds that

sup
n∈N

‖yn‖k ≤ M sup
n∈N

‖un‖k

if and only if for all v ∈ Hk with ‖v‖k = 1 it

holds that ∑
n∈N

‖T ∗hn
(v)‖k ≤ M.
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In the nonrandom case, where the hn are

(nonrandom) complex numbers, the Wick

product reduces to a pointwise product,

and we have classical convolution systems.

Furthermore, in this case,

‖T ∗hn
v‖k = |hn| · ‖v‖k,

and we retrieve the well known BIBO sta-

bility condition

The condition ∑
n∈N

‖Thn‖ ≤ M

on the norms of the operators Thn implies

condition in the theorem.
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`1-`2 stable random systems

Theorem: Let l > k + 1 and assume that the

hn ∈ Hl. Then there exists M > 0 such that ∞∑
n=0

‖yn‖2k

1/2

≤ M
∞∑

n=0

‖un‖k

for all inputs (un) such that the right handside

of the above equation is finite, if and only if

its transfer function belongs to H2(D)⊗H(Kl),

i.e. if and only if there exists a number c > 0

such that the kernel

Kl(z, w)

1− ζν∗
− cH (ζ, z)H (ν, w)∗

is positive in D×Kl.
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Dissipative discrete time random systems

Theorem: Let k ∈ N. The operators Mzj are

bounded from H(Kk) into itself. A linear op-

erator from H2(D) ⊗ H(Kk) into itself is con-

tractive and such that

T (Mζf) = MζTf

T (Mzjf) = MzjTf

if and only if it is of the form

(Tf)(ζ, z) = S (ζ, z)f(ζ, z)

where S is such that the kernel

(1−S (ζ, z)S (ν, w)∗)
Kk(z, w)

(1− ζν∗)

is positive in D×Kk.
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